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The use of energy transfer data and models in describing nonequilibrium polyatomic reaction systems is
discussed with particular emphasis on the information needed for modeling vibrational energy transfer. In the
discussion, it is pointed out that key areas of energy transfer knowledge are still lacking and the available
experimental data are limited in scope and are of uneven quality. Despite these limitations, it is still possible
to carry out meaningful simulations of chemical systems in which vibrational energy transfer is important.
The vibrational energy master equation, which is the basis for modeling, and various experiments and
calculations that provide the basis for practical energy transfer models and parametrizations are described.
Two examples of gas phase reaction systems are presented in which vibrational energy transfer is important.
The decomposition of norbornene shows how energy transfer parameters can be obtained from measurements
of shock-induced chemical reactions, but even the best such experiments provide only limited information
about energy transfer. Chemically activated 2-methylhexyl radicals illustrate the complex reactions of multiple
isomers connected by multiple isomerization pathways and reacting according to multiple decomposition
pathways.

Introduction

Nonequilibrium polyatomic reaction systems are governed
by competition between chemical reaction and collisional energy
transfer. It is this interplay that results in collisional energy
transfer having a large influence on many chemical systems,
e.g., laser-induced chemistry, pyrolysis, combustion, and atmo-
spheric chemical processes. However, a full quantitative un-
derstanding of collisional energy transfer remains incomplete,
especially for highly excited large polyatomic molecules.1 This
means that a full description of a nonequilibrium polyatomic
reaction system requires the use of energy transfer data and
models. Individual systems must be modeled not only to
describe the experiments but also to make predictions when a
reaction in question is occurring as part of a more complex
system under experimental conditions far removed from those
where limited measurements were obtained.

The promise of computer models is that they can predict the
behavior of physicochemical systems that are so incredibly
complex, or under such extreme conditions that conventional
laboratory experiments are impractical. Electronic structure
calculations are now routine. It is possible to calculate the
relevant chemical structures, vibrational frequencies, moments
of inertia, and chemical energies with useful accuracy. This
information can be used with existing computer software to

predict physical properties and chemical characteristics (e.g.,
heats of reaction and transition-state theory rate constants2). All
of this can be used to construct large models of complex gas
phase physicochemical systems, such as combustion and
atmospheric photooxidation. A current weak link in constructing
predictive models that include large molecules is that energy
transfer information is scarce.

Over the last several decades, considerable progress has been
made in characterizing large molecule vibrational energy transfer
(VET),3-7 but it is not yet well understood on a fundamental
basis. Much of what is known is descriptive, rather than
predictive, and fragmentary, rather than complete. Yet it is still
possible to construct reasonably detailed models of important
reaction systems. Much of the work along these lines has been
directed toward simulating or analyzing laboratory experiments
that were designed from the start to probe large molecule energy
transfer. More recently, the growth of computer modeling
capabilities has encouraged predictive modeling of complex
reactive systems.

In this paper, we place particular emphasis on the information
needed for modeling chemical systems that involve VET. In
the next section, we describe the vibrational energy master
equation, which is the basis for modeling and which requires
information about collisional energy transfer. In the following
sections of the paper, we describe various experiments and
calculations that provide the basis for practical energy transfer
models and parametrizations. We then present two examples
of gas phase reactions systems in which VET is important. The
first example8 shows how energy transfer parameters can be
obtained from measurements of shock-induced chemical reac-
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tions, but even the best experimental shock tube data provides
only fragmentary information about energy transfer. The second
example is a complex chemical activation system that is typical
of those found in hydrocarbon combustion and photooxidation.
The results presented for this example constitute aprediction,
since they are based entirely on calculations9 that have not been
verified by experiments. In the concluding section of the paper,
we briefly discuss some of the key areas of knowledge that are
still lacking.

Master Equation for Vibrational Energy Transfer

The master equation provides the fundamental theoretical
basis for modeling systems in which both energy transfer and
chemical reaction can occur.10-13 It comprises a set of coupled
differential equations that describe the rates of production and
loss of chemical species in specified energy states. In this paper,
we will deal only with unimolecular reactions, but the basic
concepts are easily extended to much more complex systems,
which may include bimolecular reactions, laser-induced transi-
tions, etc. We will confine our discussion to VET and the “one-
dimensional” master equation, in which vibrational energy is
modeled explicitly, while angular momentum is either neglected
or treated only approximately. Extensions that explicitly include
angular momentum (the two-dimensional master equation14-22)
are beyond the scope of this paper. Trajectory calculations
indicate that rotational energy transfer is much less important
than VET in chemical systems that do not include barrierless
reactions. The emphasis throughout this paper is placed on the
collisional energy transfer aspects of modeling. Complementary
discussions of energy-dependent unimolecular rate constants can
be found elsewhere.10-12,23 In the following subsections, the
master equation is presented along with mention of pragmatic
approximations and simplifications.

Essentials. At high vibrational energies, a quasicontinuum
of vibrational states exists and intramolecular vibrational
redistribution (IVR) is rapid. Experiments show that IVR is slow
at low energy, exhibits multiple time scales, and becomes rapid
at energies where the vibrational state density is of the order of
102-103 states/cm-1.24 At these state densities, some vibrational
states overlap significantly within their natural widths as
governed by infrared spontaneous emission rates. At state
densities greater than∼107 states/cm-1, most states are over-
lapped within their natural widths. The onset of rapid IVR is a
convenient marker for the onset of the vibrational quasicon-
tinuum (however, IVR exhibits multiple time constants and thus
some modes remain isolated even at higher vibrational state
densities24). In the vibrational quasicontinuum, individual
quantum states cannot be resolved and the master equation can
be written:

wherey(E′,t) dE′ is the concentration of species with vibrational
energy in the rangeE′ to E′ + dE′, R(E,E′) is the (pseudo-first-
order) rate coefficient for VET from energyE′ to energyE,
f(E′,t) dE′ is a source term (e.g., chemical or photo activation),
andkm(E′) is a unimolecular reaction rate constant for molecules
at energyE′ reacting via themth channel. Terms involving
radiative emission and absorption have been omitted.

If the rate coefficientsR(E,E′) do not depend on the initial
quantum states of the collider bath molecules, they can be
written as the product of thetotal Vibrationally inelasticcollision
frequency,ω multiplied by the “collision step-size distribution”,
P(E,E′), which expresses the probability that a molecule initially
in the energy range fromE′ to E′ + dE′ will undergo an inelastic
transition to the energy rangeE to E + dE:

where the first factor on the rhs of eq 2a, the integral over the
rates of all inelastic transitions from initial energyE′, is the
frequency of inelastic collisions,ω. The second factor on the
rhs of eq 2a is the collision step-size distributionP(E,E′).
Usually, the collision frequency is actually calculated from the
expressionω ) kcoll[M], where kcoll is the bimolecular rate
constant for inelastic collisions (and in general may depend on
E) and [M] is the bath gas concentration. It is important to
emphasize that the factorization ofR(E,E′) in eq 2 is merely
for convenience and thatkcoll andP(E,E′) never occur indepen-
dently of one another. Thus, the specific choice of a value for
kcoll is tied to the expression forP(E,E′), since the product of
the two must be independent of arbitrary choices. Furthermore,
P(E,E′) is only a proper probability density function whenω is
exactly equal to the inelastic collision rate constant. Under this
assumption,P(E,E′) is normalized:

For the Lennard-Jones potential,kcoll takes the following form:3

where〈V〉 is the average speed,σ is the Lennard-Jones diameter,
and Ω(2,2)* is the collision integral, which depends on the
Lennard-Jones parameters. Since only the productkcollP(E,E′)
appears in the master equation, ifkcoll is underestimated, then
normalization of the step-size distribution is not appropriate.
If, on the other hand,kcoll is overestimated, thenP(E,E′) must
include elastic collisions. The inclusion of elastic collisions in
the master equation causes no problems, except to reduce the
efficiency of certain numerical techniques.

In a state-to-state experimental study using single vibrational
level fluorescence, Lawrance and Knight25 found that the
observed total cross sections for inelastic collisions are in
quantitative agreement with the Lennard-Jones collision fre-
quency for a moderately high density of vibrational states.
Classical trajectory calculations also support this assumption,26,27

but the argument is somewhat circular in this case since the
assumed potential energy functions are often constructed from
pairwise Lennard-Jones potentials. Recently, Xue et al. found
that the inelastic cross section for energy transfer from a single
highly excited vibrational state in SO2 is substantiallygreater
than the Lennard-Jones cross section.28 At low vibrational
energies, however, it is well-known that the inelastic collision
cross section is small29 and thus the total inelastic collision
rate constant is probably smaller thankLJ. In any event, the
quantum total cross section30 provides a rigorous upper limit to
kcoll.
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With these substitutions, the master equation can be written:

Note that the rates of activating and deactivating collisions are
connected via detailed balance:

whereF(E) is the density of states at energyE and kB is the
Boltzmann constant. In many applications, eq 5 is solved
numerically by approximating it with finite differences.3,12 An
alternative method of solution that does not require energy
graining at high energies is based on a stochastic representation,
as described elsewhere.13,31,32Several public domain computer
codes are available for solving the master equation.2,32,33At low
and intermediate energies, there are wide energy gaps between
adjacent vibrational states andP(E,E′) cannot be approximated
accurately as a continuous function. This sparse density of states
regime persists to relatively high energies in small “stiff”
molecules (e.g.,∼2000 cm-1 in benzene34), but only to relatively
low energies in large, floppy molecules (e.g.,∼500 cm-1 in
2-methylhexyl radicals9). In an energy-grained master equation,
the step-size distribution need not be a continuous function and
can be set equal to zero in grains which do not contain states.
The public domain code MultiWell32,34and its predecessors8,13

were designed to accommodate the sparse density of states
regime with discontinuousP(E,E′) at low energy, as well as
the quasicontinuum at high energy.

Additional Terms. The following phenomena are common
in nonequilibrium chemical systems and necessitate the inclusion
of additional terms on the rhs of eq 5.

Infrared Emission and Absorption. At low pressures, spon-
taneous radiative emission provides the deactivation process that
enables radiative recombination reactions.35,36 Spontaneous
infrared emission contributes a source term and a loss term to
the master equation, and similar terms can be written for other
types of radiative emission.37,38 These expressions can be
generalized for multiphoton transitions.39,40

V-V Energy Transfer. V-V energy transfer is important in
a number of chemical systems.41,42 The master equation for
V-V energy transfer consists of more than just adding a few
additional terms to eq 5. The equation must be modified to
reflect the effects of the internal energy of the collision partner
and a second set of coupled equations must be added in order
to describe the time dependence of the collision partner internal
energy. To the best of our knowledge, nonlinear master
equations of this type have not yet been used in modeling studies
of polyatomic reaction systems, although detailed energy transfer
information is now becoming available.7,43-47

Energy Transfer Models

The energy transfer information necessary for one-dimen-
sional linear master equation simulations is contained inP(E,E′)
and inkcoll. Information about these quantities varies in source
and in quality.

State-to-State Rate Constants.Experimental state-to-state
data on V-T energy transfer have been obtained both in thermal
gas phase systems and in molecular beams using molecules
excited within the sparse density of states regime. In general,

energy transfer in this regime is characterized by complicated
quantum interference effects due to coupled states.48 The data
show that some vibrational modes exhibit a propensity to transfer
energy very readily, compared to other vibrational modes. These
experiments have produced a wealth of detailed energy transfer
information.7,49,50For the present discussion, the most important
conclusions from the state-to-state experiments are that (a) the
VET propensities persist in the sparse density of states regime,
and (b) the data on aromatic molecules can be described
semiquantitatively with SSH(T) theory,51 the “breathing sphere”
extension to polyatomics of the venerable SSH theory,52,53which
was originally developed for diatomic VET.

Several theoretical techniques exist for accurately calculating
state-to-state rate constants for low-lying vibrational states. In
particular, Clary and co-workers54,55 have reported VCC-IOS
(vibrationally close coupled, infinite order sudden approxima-
tion) calculations of rate constants for transitions among the
lowest states of several polyatomic molecules in collisions with
monatomic gases. Although powerful, this method is compu-
tationally intensive and can be extended to higher-lying states
only with difficulty.56 Nonetheless, the VCC-IOS results give
direct information about the inelastic energy transfer ratesRij

and, hence,P(E,E′).
Energy- and Temperature-Dependent〈∆E〉. Experiments.

Traditionally, polyatomic VET was measured near reaction
thresholds in thermal and chemical activation unimolecular
reaction studies. Those pioneering studies were affected by broad
internal energy distributions (in thermal studies) and complica-
tions due to complex chemical reaction systems. Nonetheless,
the relative rate constants obtained for VET clearly showed that
the energy transfer effectiveness depends on the number of
atoms of the bath gas molecule.3-5 The relative values for many
bath gases were shown to be almost independent of the particular
reaction system under investigation. By using chemical activa-
tion, which produces relatively narrow internal energy distribu-
tions, Rabinovitch and co-workers showed that the “exponential”
step-size distribution gave better simulations of data for mon-
atomic bath gases, while the “step-ladder” distribution gave
better simulations for polyatomic bath gases, and there were
hints that the energy transfer efficiencies might depend on
vibrational energy.3 The mathematically convenient exponential
model is written in terms of deactivation collisions:

whereN(E′) is the normalization constant andR is a parameter
that may depend on energy (the corresponding expression for
the activation collisions is obtained from detailed balance3-5).
The parameterR is closely related to the average energy
transferred in deactivating collisions,〈∆E(E′)〉d, which is
convenient for summarizing the energy transfer effectiveness:

Note that〈∆E(E′)〉d differs from 〈∆E(E′)〉all, a second measure
of energy transfer effectiveness, in that for the latter quantity
the sign of the expression is reversed and the upper integration
limits are extended to∞. Note that 〈∆E(E′)〉all includes the
temperature dependence associated with activation collisions (eq
6).

About 20 years ago, two techniques came into vogue for
studying energy transfer involving highly vibrationally excited
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polyatomics in the electronic ground state.5 These techniques
do not rely on chemical reactions, but instead are based on time-
resolved spontaneous infrared fluorescence (IRF)57 and on
ultraviolet absorbance (UVA),58 respectively. Other techniques
based on physical properties were also investigated at about
the same time (e.g., time-dependent thermal lensing (TDTL)59),
but they were not as generally useful. Neither technique is
sensitive to rotations and thus the results are confined to VET.
Both the IRF and UVA techniques produced relative rates of
VET at high energies in good agreement with the earlier
unimolecular reaction studies and absolute values in reasonable
agreement with each other. The IRF technique also revealed
that the average vibrational energy transferred per collision
depends almost linearly on the vibrational energy. (Early
measurements using the UVA technique did not show this
energy dependence, possibly due to calibration errors,60,61 but
later work is in general agreement with the IRF results.) Some
recent results62 obtained using the IRF technique are presented
in Figure 1, where the nearly linear energy dependence is
apparent. Example systems that have been investigated using
the IRF and UVA techniques are summarized in Table 1.

The most accurate energy transfer information currently
available for large molecules has been obtained by Luther and
co-workers with the kinetically controlled selective ionization

(KCSI) technique.61,63-65 In conjunction with modeling, this
technique has confirmed the vibrational energy dependence of
the energy transfer rate constants first shown by the IRF
technique and has produced results which are very precise and
agree with the earlier IRF and UVA results to within 20%-
50%.

The uncertainties in the IRF, UVA, and KCSI techniques
depend on excitation energy. Moreover, the IRF and UVA
techniques rely on theoretical and experimental calibration
curves, respectively, which may have unrecognized systematic
errors. The KCSI technique, in contrast, appears to be less
susceptible to calibration errors. As a rough guide, the KCSI
technique is reported to give〈∆E〉 values accurate to 5%-10%
over the energy range up to about 40000 cm-1.60,61,65Based on
our experience with the IRF technique and comparisons with
KCSI results,60 the IRF technique appears to be accurate to
within about 20%-30% over the same energy range. The UVA
technique is reported to have been subject to significant
systematic calibration problems,60 and we estimate that it is
accurate to about 30%-50%, unless extra efforts are made to
refine the calibration curves (e.g., see ref 66). Our estimates
are very crude and ignore the energy dependence of〈∆E〉, but
they provide simple guidelines for the use of the data in Table
1: when available, KCSI data are preferred to the IRF data,
which are preferred to the UVA data. When special efforts are
made to assess the calibration curve uncertainties, the UVA
accuracy can be improved to∼10%.66 However, note that in
all cases therelatiVe values of〈∆E〉 are certainly much more
accurate than theabsolutevalues. Note also that the older
unimolecular reaction data provide useful values for relative
magnitudes of〈∆E〉. These estimated uncertainties are indicated
in Table 1.

Both the IRF and UVA techniques rely on UV excitation
and subsequent fast radiationless transitions for production of
vibrationally excited species in the electronic ground state. A
very useful alternative method for producing highly vibrationally
excited molecules in the electronic ground state is infrared
multiphoton absorption (IRMPA).67-70 Note that IRMPA is a
more general technique, because it only relies on strong infrared
absorption cross sections and not on the special photophysics
needed for fast radiationless transitions. However, the vibrational
energy distributions produced by IRMPA are difficult to
characterize in detail. Recently, the first direct comparison
between energy transfer parameters measured with IRMPA
versus the standard IRF technique was carried out71,72 using
hexafluorobenzene, which has also been studied using the UVA
method.73,74For deactivation by the series of noble gas colliders,
the average energy transferred per collision was found to be
essentially a linear function of energy and indistinguishable from
the IRF results. This result gives confidence that the IRMPA
method will produce good results in future studies.

Both the IRF and UVA techniques have shown that〈∆E〉d

and〈∆E〉all, which are related via detailed balance (eq 6),depend
only weakly on temperature. Equation 9 shows the approximate
relationship between the two quantities (for more detail, see
ref 75).

We prefer to discuss〈∆E〉d instead of〈∆E〉all because the latter
quantity includes a trivial thermodynamic contribution and the
former quantity is more convenient for simulations. Some other
workers prefer to discuss〈∆E〉all, because it is more easily
extracted from measurements. This difference is an important
point of potential confusion, and readers should remain aware

Figure 1. Average energies transferred per collision as a function of
vibrational energy for excited pyrazine deactivated by various colliders
at 300 K.

TABLE 1: Recommended Data for 〈∆E〉d or 〈∆E〉all

excited species notes accuracya references

azulene IRF, 300 K b 152
IRF, 300-600 K b 75
UVA, 300-800 K c 153
KCSI a 60, 65

benzene IRF b 117
biphenylene UVA, 333-523 K a 66
cycloheptatriene

derivatives
UVA, T-dependence c 80

hexafluorobenzene UVA c 74
IRF b 71, 72

norbornene modeling of shock tube
data, 300-1500 K

c 8

pyrazine (S0) IRF, 300 K b 62
IRF, 254-414 K b 76

toluene IRF b 117
UVA, T-dependence c 80, 154
KCSI a 60, 61, 65

relative values
for many
excited species
and colliders

UVA d 5, 155

unimolecular/
recombination
reactions

d 3-5

a Roughly estimated maximum relative uncertainties in〈∆E〉all or
〈∆E〉d: a, 5-10%; b, 20-30%; c, 30-50%; d, 10% for relative〈∆E〉
values.

〈∆E〉all ) kBT - 〈∆E〉d (9)
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of it in the literature and in the following discussion. Also note
that the collision frequency calculated from eq 4 includes an
intrinsic temperature dependence that depends on the Lennard-
Jones well depth.

Values of〈∆E〉d obtained as a function of temperature in a
recent IRF investigation76 of highly excited pyrazine deactivation
in collisions with unexcited pyrazine are shown in Figure 2.
Two IRF wavelengths were used in this investigation: the C-H
stretch fundamental and its overtone at∼3040 and∼6000 cm-1,
respectively. The experiments were modeled with a master
equation approach and it was found that the simple exponential
model with energy-dependent parameterR(E) could adequately
simulate data obtained using each wavelength individually, but
a biexponential model was necessary to simulate both sets of
data simultaneously. Parameters for the biexponential model
were obtained by fitting the time-dependent IRF intensities at
each temperature and by assuming Lennard-Jones collisions.
The values of 〈∆E〉d extracted from this analysis differ,
depending on whether one or two IRF wavelengths were used
in the analysis. This difference produces different estimates of
how the population distribution evolves with time at a given
pressure and temperature, and the two-color analysis is preferred.
However, both methods show that〈∆E〉d has very little
temperature dependence, except at temperatures below 300 K,
where V-V energy transfer77 may be more significant. This
low-temperature enhancement in〈∆E〉d has been reproduced in
recent trajectory calculations, where it was ascribed to the shift
in the position of the centrifugal barrier maximum to larger radii
at low temperature.78 This description is reminiscent of the
models proposed by Parmenter and co-workers, who showed
strong correlations between Lennard-Jones well depths and
energy transfer probabilities.79

Previous IRF experiments using excited azulene deactivated
by nitrogen or by unexcited azulene also showed virtually no
variation from 300 K to ∼600 K.75 Results from UVA
experiments on〈∆E〉all over a wide range of temperatures also
show only a weak temperature dependence, but these results
are more difficult to assess since the vibrational energy
dependence of〈∆E〉all was not detected.80 A recent UVA study66

of the temperature dependence of biphenylene energy transfer
is consistent with the earlier results. All of the IRF and UVA
results contrast with the recent experiments carried out using
chemically activated alkyl free radicals.81-84 In several cases,
the chemical activation method produced〈∆E〉all values that are
approximately directly proportional to temperature. The reasons
for this difference are not known, although the use of chemical
activation potentially introduces side reactions involving the free
radicals. Furthermore, the alkyl free radicals are structurally quite
different from the aromatics studied by IRF and UVA, perhaps

leading to different energy transfer behavior. The chemical
activation results were analyzed without considering the likely
energy dependence ofR(E,T), but this oversight is not expected
to affect the results significantly for single-channel reactions
of small species.

Brown et al.85 used a combination of thermal activation (the
pressure-dependent very low pressure pyrolysis (VLPP) tech-
nique)86 and infrared multiphoton decomposition (IRMPD)
experiments67-70 to investigate the temperature dependence of
collisional energy transfer in ethyl acetate with the bath gases
He, Ar, Ne, Kr, and N2. This reaction system is very clean and
free of chemical complications. It was found that〈∆E〉d is
proportional toT-(0.1-0.3) for He and Ne, and toT-(0.3-0.5) for
Ar, Kr, and N2 over the temperature range 340-850 K. Unlike
the alkyl radical systems described above, the ethyl acetate
system gave results quite similar to those measured in nonre-
active systems via the IRF and UVA techniques.85 Some
modelers have assumed that〈∆E〉all is independent of temper-
ature (and thus〈∆E〉d varies in a way that compensates for the
increase of collisional activation steps with temperature). Others
have assumed that〈∆E〉all (or 〈∆E〉d) is directly proportional to
temperature. The uncertainty is serious, because of the wide
temperature ranges that exist in many important chemical
systems.

Experiments on the predissociation of van der Waals (vdW)
dimers have been used to indirectly investigate VET.87,88

Vibrational predissociation of a cluster, which is often termed
a “half collision”, corresponds in some ways to a very low-
temperature version of a full collision. Because of the weak
temperature dependence of collisional energy transfer, the results
on energy disposal in the cluster partners provide clues about
energy transfer in collisions. The probability distributions for
V-T energy transfer were found to be approximately expo-
nential, and not highly sensitive to vibrational energy content.
The energy transferred from vibrational modes of the molecule
to rotation and translation of the partners is only a small fraction
(<3%) of the total vibrational energy, due to poor coupling
between the high-frequency molecular modes and the low-
frequency vdW modes. The energy transfer in cluster predis-
sociation has been linked to collisional energy transfer using
classical trajectory simulations.27

Classical Trajectory Calculations. Classical mechanics is the
only theory which has so far proven to be generally useful for
large molecule energy transfer.12,26,89-92 Classical trajectory
calculations provide considerable insight, but they must be
viewed with caution.93,94 Among other limitations, the total
energy in a large molecule is rarely large enough, compared
with the zero-point energy, to achieve the classical limit. Recent
tests95 have confirmed the expectation that classical and quantum
mechanics give comparable results when the average excitation
energy per mode is high, but that condition is rarely met for
large molecules. For example, the average vibrational mode
contains less than two quanta when benzene is excited to the
C-H bond dissociation energy. Various methods have been
proposed for forcing classical trajectory calculations to “con-
serve” zero-point energy, but none has been fully successful.96,97

Furthermore, classical collision cross sections are infinite and
several methods have been used with varying degrees of success
for distinguishing elastic from inelastic collisions. The step-
size distribution deduced from classical trajectories is usually
described with a biexponential function, although Luther and
co-workers have commented61,65,98that the second component
of the distribution tends to be exaggerated, relative to experi-

Figure 2. Average energies transferred per deactivating collision〈∆E〉d

as functions of vibrational energy (10 000 and 32 000 cm-1) and
temperature for pyrazine self-deactivation (points). The dashed lines
are intended only to guide the eye.
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mental measurements, unless the potential energy function is
based on high-quality ab initio methods.99

At Michigan, trajectory calculations were carried out to
simulate pyrazine-Ar vdW cluster vibrational predissociation
(“half collisions”).27 The intramolecular potential, which con-
sisted of harmonic and Morse oscillators, was combined with a
pairwise Lennard-Jones interaction potential. The calculated
recoil distributions are in good agreement with the experimental
data.87,88,100Using the same potential surface, “full collision”
trajectories were computed for several temperatures and pyrazine
initial internal energies. The calculated vibrational step-size
histograms (10 cm-1 bins) were least-squares fitted to the
generalized exponential (eq 9) and are shown in Figure 3 for
each temperature and for the cluster dissociation (Vf RT
energy transfer). The probability for weak deactivating collisions
(∆E < ∼400 cm-1) is nearly independent of temperature, and
the slope ofP(E,E′) for clusterdissociation is nearly the same
as that for the low-temperature (<300 K)collisions. This result
is noteworthy, because it suggests that vdW cluster dissociation
experiments can be used to obtain collisional energy transfer
information. However, the high-energy tail of the calculated
step-size distribution is enhanced at higher temperatures, perhaps
indicating that the energy transfer mechanism changes around
300 K (for this potential surface) and collisions that transfer
very large energies (sometimes termed “supercollisions”101)
become more probable. Trajectory calculations have been used
by other groups to assess the temperature dependence of energy
transfer and all agree that the temperature dependence is
weak.102,103The very recent study published by Grigoleit et al.78

reviews the earlier trajectory calculations, carries out a careful
analysis of effects, and shows excellent agreement with some
of the available experimental data.

Complications.V-V Energy Transfer.Poel et al.104-106 have
used the time-resolved IRF technique to study the vibrational
deactivation of CO2(0001) and N2O(0001) by large polyatomic
molecules (c-C6H10, c-C6H12, C6H6, C6D6, C7H8, C7D8, C6H5F,
p-C6H4F2, C6HF5, and C6F6) at ambient temperature (295( 2
K). Most previous measurements have been confined to
deactivation of CO2(0001) by small colliders (monatomics and
small polyatomics). The deactivation probabilities for the large
polyatomic colliders were found to be in the “very high” range
and are indicative of intermolecular V-V energy transfer. For
example, the value for the deactivation of CO2(0001) by C6D6

is ca. 700 times larger than the value for Kr as collider (where

there is no intermolecular V-V transfer). This result is a
consequence of the availability of the 30 vibrational modes (and
their overtones and combinations) in C6D6.

For both CO2(0001) and N2O(0001) there was little difference
in the deactivation probabilities between the acyclic ring
compounds and their aromatic analogues and the partially
fluorinated benzenes but C6F6 was found to be much less
efficient than the other species, probably because its vibrational
frequencies are a poor match for those of CO2 and N2O. The
perdeuterated species, C6D6 and C6D5CD3, especially the latter,
showed considerably enhanced deactivation relative to the other
species. The results are consistent with V-V deactivation
processes dominated by channels with small energy changes
and minimal overall change in quantum number. Experiments
were carried out with C6H5CD3 and C6D5CH3 as collider gases
confirmed that the exceptionally large probabilities for the
deactivation of N2O(0001) by C6D5CD3 and C6H5CD3 are
consistent with domination by near-resonant deactivation to
N2O(0000) because of the almost exact match between the v3

stretch mode in N2O at 2224 cm-1 and the C-D antisymmetric
stretch of the methyl group at 2223 cm-1.

In contrast to the experiments on deactivation of excited CO2

and N2O by unexcited polyatomics, experiments have been
carried out on the deactivation of highly excited polyatomics
by triatomics. Early IRF studies using CO2 to deactivate
azulene107 and benzene108 have been enormously extended by
the high-resolution tunable diode laser experiments carried out
by Flynn and co-workers44,46,109-112 and by Mullin and co-
workers,47,113-116 which have given considerable insight into
the dynamics of energy transfer from highly excited donor
molecules to CO2, N2O, and H2O. These two groups have
focused on probing the excitation in the bath gas molecules
following collision with the hot polyatomic donor molecule
(typically, pyrazine and hexafluorobenzene). The experiments
yield information on the vibrational and rotational quantum
numbers of the scattered bath molecule as well as the distribution
of recoil velocities. A significant conclusion arising from the
results is that V-V energy transfer is dominated by long-range
vibrationally resonant processes, and it displays the characteristic
strong inverse temperature dependence. Experimental data on
the bath molecule energy gain can also lead to estimates of
P(E,E′). This entails the mapping of bath molecule, state-
resolved scattering probabilities into aP(E,E′).45 There are
limitations, for example, because of the lack of information on
energy gain at small∆E (<2000 cm-1). However, there is no
doubt that data obtained with this technique will be useful in
future vibrational energy transfer modeling studies, especially
those that consider the energy content in both collision partners
before and after a collision.

As a first example of quasiclassical trajectory calculations
on the deactivation of a large aromatic molecule by a large
polyatomic collider, Lenzer and Luther have carried out
calculations for highly excited benzene colliding with unexcited
benzene.77 The calculations were carried out for initial energies
up to 40 700 cm-1 using a LJ potential to describe the interaction
between the two benzene molecules. Comparisons were made
with the experimental results of Barker et al.117 from IRF
measurements and Nakashima and Yoshihara118 from UVA
measurements. The agreement between the trajectory calcula-
tions and experiment is excellent and the energy dependence
of the energy transfer predicted by the trajectory calculations
is essentially linear. The results of the calculations were divided
into the vibrational, rotational, and translational contributions
for both the excited molecule and the collider. It was found

Figure 3. Calculated collision step-size probability histograms for
pyrazine-Ar collisions as functions of (rotational and translational)
temperature and initial vibrational energy (in addition to the zero-point
energy). The elastic peaks are not shown. Each histogram is calculated
from 30 000 trajectories.
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that V-V energy transfer dominates, it being about a factor of
20 more efficient than V-T energy transfer. Since V-V energy
transfer is not well understood at this time, the most practical
course of action is to ignore the internal modes of the polyatomic
collision partner and adopt large values for〈∆E〉d, based on
tabulations of experimental data.

Excited Electronic States. Excited electronic states are
important in many chemical systems and they can introduce
very complex behavior. The deactivation of NO2,119-121SO2,122,123

and CS2121,123,124by rare gases exhibits a dramatic increase in
energy transfer effectiveness as the internal energy〈E〉 is
increased. At low internal energy,〈∆E〉all, increases roughly
quadratically125 with 〈E〉, but there is a dramatic enhancement
at energies in the vicinity of the lowest excited electronic state.
Dai et al. proposed that electronic state mixing directly couples
the adiabatic electronic states and enhances energy transfer.126

Recent quantum scattering calculations by Petrongolo and
Schatz127 for He + NO2 show that vibronic state mixing is
required for the energy transfer enhancement and that the
enhancement is due to (a) smaller energy gaps between mixed
and unmixed states, and (b) resonant energy transfer, when two
mixed states contain a common member.

In addition to the enhanced energy transfer near excited
electronic state origins,〈∆E〉all for the deactivation of excited
CS2 and SO2 by rare gases also exhibits an unusual pressure
dependence.123,124At high internal energy,〈∆E〉all is independent
of pressure, as expected, but at low internal energy, it takes
much larger values at low pressure, as shown in Figure 4. The
explanation proposed by Chimbayo et al.123 for this surprising
behavior invokes collision-induced intersystem crossing
(CIISC)128-130 between manifolds of mixed vibronic states of
primarily singlet and triplet character, respectively. In the TDTL
experiments, the internal energy〈E〉 includes electronic as well
as vibrational energy. The pressure dependence of〈∆E〉all is due
to the interplay of collisional VET in each electronic state,
combined with the mixed-order pressure dependence of CIISC.
At high internal energies,〈∆E〉all depends mostly on collisional
vibrational deactivation, while at low energies it depends mostly
on CIISC.

Little information is available from direct experiments
concerning average energy transfer quantities for larger mol-
ecules in excited electronic states. Weisman and co-workers131-134

have used a novel technique to deduce the energy transfer
parameters for vibrationally excited pyrazine in the triplet state.
The results indicate two interesting features: (a) the values for
〈∆E〉 are much larger than the corresponding values for pyrazine
in the ground singlet state and (b) there appears to be a threshold
energy below which energy transfer is very inefficient. These

results are provocative, but more experiments are needed to
assess whether such effects are of general importance.

Step-Size Distribution. High Energy. The IRF and UVA
techniques are mostly sensitive to the average energy of the
vibrational distribution, although a multiple wavelength version
of the IRF method has produced some limited information about
the second moment of the evolving distribution during vibra-
tional deactivation.135 None of these techniques is very sensitive
to the detailed shape of the distribution. In contrast, the KCSI
technique is very sensitive to the shape of the step-size
distribution. The results obtained using several different excited
molecules in collisions with several different bath gases show
that the step-size distribution for deactivation steps is best
described using a generalized version of the exponential model:

whereN(E′) is the normalization factor,R(E′) is a linear function
of vibrational energy, andγ is a parameter that ranges from
∼0.5 to ∼1.5. Whenγ < 1, the “wings” of the step-size
distribution have enhanced relative probabilities that qualitatively
resemble the biexponential distribution. The KCSI results are
probably significantly more accurate than the IRF and UVA
results; references to published KCSI results are included in
Table 1.

Transition from Low Energy to High Energy. The state-to-
state VET experiments at low energies have clearly revealed
dramatic energy transfer propensities, but do these propensities
persist at higher vibrational energies? The answer to this
question is important for quantitative simulations of energy
transfer at low and intermediate energies, such as in shock-
induced chemical reactions. Unfortunately, the tools needed to
answer the question are not fully developed. State-to-state
experimental methods cannot be applied when the states cannot
be resolved. Experimental methods that are appropriate for the
vibrational quasicontinuum provide only averaged data and
cannot determine whether the propensities are present. The
VCC-IOS theoretical method is only practical for the lowest
energies. Classical trajectories, which already must be used only
with caution at high energies, are not appropriate at low
vibrational energies. Thus, another approach is needed.

Recently, a modular statistical dynamical theory was de-
scribed136,137 that conserves zero-point energy, obeys detailed
balance, and employs state-to-state energy transfer models. The
aim was to develop a semiquantitative theory that can describe
energy transfer over a wide range of state densities. The theory
is subject to significant limitations, but the results of the one
demonstration calculation carried out thus far are thought-
provoking.

The demonstration calculation was for the deactivation of
vibrationally excited cyclopropane by helium. The results
showed that VET propensities are prominent at low energy, as
was found in the state-to-state measurements mentioned above,
and are still apparent even at energies where the density of states
is ∼1010 states/cm-1 (Figure 5). The “smearing out” of the
calculated vibrational propensities at higher energies is due to
anharmonicity.

The step-size distribution calculated at high densities of states
can be represented approximately by the exponential model with
parameterR(E) that is essentially independent of vibrational
energy, but an energy-dependent fraction of inelastic collisions.
Thus, theamplitudeof the step-size distribution depends strongly
on vibrational energy and gives values for〈∆E〉d that are
proportional toE3/2. Although this demonstration calculation is

Figure 4. Mean vibrational energy vs collisions for SO2 as a function
of pressure.

P(E,E′) ) 1
N(E′)

exp{-|E′ - E
R(E′) |γ}, for E′ > E (10)
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highly approximate, the variation of the fraction of inelastic
collisions with energy is striking, because it calls into question
the conventional assumption that all Lennard-Jones collisions
are vibrationally inelastic.

The width of the calculated step-size distribution is ap-
proximately proportional to temperature, as are the correspond-
ing values for〈∆E〉d. This result is in general agreement with
classical trajectory calculations, but at variance with IRF and
UVA experimental data. However, the experimental data
analysis was based on the assumption that Lennard-Jones
collision frequencies are appropriate. SincekLJ depends on
temperature, a different choice of collision frequency and a
reanalysis of the same experimental data could lead to a different
conclusion regarding the temperature dependence of〈∆E〉d and
R(E). Clearly, much more work is needed to resolve this
important problem.

Recommendations for Modeling.At vibrational energies
below∼5000 cm-1, there are only isolated reports of state-to-
state energy transfer parameters for polyatomics, and it is not
possible to make a general recommendation.

At vibrational energies above∼5000 cm-1, the step-size
distribution is probably best described by the generalized
exponential function (eq 10) withR(E) depending linearly on
vibrational energy. In the absence of specific information, the
parameterγ is best assumed to equal unity (exponential model)
and the entire function (for deactivation steps) is best assumed
to be independent of temperature. The temperature dependence
associated with energy transfer will then arise from the activation

collisions (via detailed balance) and from the temperature
dependence ofkLJ.

Unless data are to be fitted, values forR(E) must be estimated.
Absolute values forR(E) have been determined experimentally
for only a few species and most of those are aromatics (Table
1). The values forR(E) for benzene and pyrazine are similar to
each other, while those for toluene are significantly larger,
probably due to the methyl free rotor. In the absence of other
information, values forR(E) for benzene can be adopted for
“stiff” molecules and those for toluene can be adopted for
molecules that contain free rotors. This state of affairs is not
satisfactory, but there are few alternatives at the present time.
Relative and absolute values of〈∆E〉d reported in many
unimolecular reaction studies can be identified withR(E0) at
the reaction threshold energy (E0). In the absence of additional
information, it is reasonable to assume thatR(E) takes the
following form:

where c0 ≈ 40 cm-1 and c1 ) (〈∆E〉d - 40)/E0, and 〈∆E〉d

corresponds to the reaction threshold. Here, the value forc0 is
a rough average for benzene, toluene, and pyrazine, but note
that c0 ≈ 0 for hexafluorobenzene deactivation.

Modeling of Chemical Systems

Single-channel unimolecular reactions and the corresponding
recombination reactions depend critically on VET and “weak
collision” models for such systems have been available for
decades.3,10-12 The rate constant falloff in such systems is the
principal manifestation of VET. Falloff is a reflection of the
fact that the steady-state vibrational energy distribution is
deficient in population above the reaction threshold, relative to
the equilibrium Boltzmann distribution.138This deficiency arises
because the VET is not fast enough to activate molecules to
energies near and above the reaction threshold and replace those
that have reacted: VET becomes the rate-limiting step in the
overall process. The modeling of such systems has become
routine, although the VET parameters are often not well-known.

The modeling of non-steady-state systems is more demanding.
Two examples are given here of non-steady-state systems in
which VET is an important factor. Shock tube experiments
provide a particularly demanding test of current knowledge of
large molecule VET, because both the temperature and vibra-
tional energy distribution vary after passage of the shock. Since
VET depends both on bath temperature and on vibrational
energy, a considerably detailed model of energy transfer is
necessary for a realistic simulation.

Chemical production of vibrationally excited species is a
common process in many important systems, including combus-
tion and atmospheric photooxidation. In the second example
given here, a nonequilibrium chemical activation system is
simulated in which multiple isomerization and fragmentation
pathways are present, in addition to VET within each of several
potential energy wells. The reaction product yields are highly
sensitive to time and pressure, due to VET. This example is
used to show the great need for developing the ability to predict
energy transfer properties. It also illustrates how a public domain
computer program (MultiWell32) can be used to model such
systems.

Shock-Induced Chemical Reactions.The essential features
of shock tube experiments have been simulated in several
studies.8,139,140 A nonempirical simulation has not yet been
carried out, but the outlines of a possible approach are beginning

Figure 5. Collision step-size distributions at 300 K for cyclopropane
deactivation by helium calculated from statistical dynamical theory (see
text). The initial excitation energy is given in the upper left cornerof
each panel.

R(E) ) c0 + c1E (11)

Feature Article J. Phys. Chem. A, Vol. 105, No. 5, 2001803



to emerge. To construct such a model is a demanding task,
because the entire energy range must be dealt with and some
of the needed theoretical tools are only poorly developed.

In shock tube experiments, adiabatic compression produces
an extremely rapid increase in translational temperature. When
a gas is subjected to a sudden adiabatic compression or
expansion in a shock wave, momentum and energy are
transferred on every collision, and therefore the translational
and rotational degrees of freedom equilibrate in a few collisions.
The vibrational degrees of freedom, however, transfer energy
only slowly. Immediately before the shock, the Boltzmann
distribution of vibrational energy is characterized by the initial
ambient temperature. After the shock, the vibrational energy
increases due to collisions until a new steady-state vibrational
distribution is established. The rates of unimolecular reactions,
which depend on vibrational (and rotational) energy, are initially
very slow, but they increase rapidly as the vibrational energy
increases following a shock. Because of the slow vibrational
energy transfer, the onset of unimolecular reaction is delayed.
The lag time between the shock and the subsequent establish-
ment of a steady unimolecular reaction rate is known as the
“incubation time”.

Most shock tube experiments are designed so that vibrational
relaxation is very rapid and does not interfere with rate constant
measurements. Kiefer and co-workers,141,142 however, have
deliberately utilized conditions that permit observation and
measurement of both vibrational relaxation and incubation. The
most favorable molecules for this purpose are “stiff”, with lowest
normal mode vibrational frequencies (ωmin) that are relatively
high (e.g., ωmin ) 749 cm-1 for cyclopropane). For these
molecules, the slowest step in climbing and descending the
vibrational energy ladder is the first giant step between the zero
level and the next state. If the molecule is diluted in an infinite
excess of a monatomic gas, the energy transfer rate is controlled
by the slow and inefficient V-T transfer (rotations contribute
to this process, as well). The experimental mixtures typically
consist of 1%-5% of the reactive gas diluted in a monatomic
gas. At these concentrations, collisions between two molecules
of the reactive gas are possible and therefore V-V energy
transfer, which can be several orders of magnitude faster than
V-T energy transfer, may enhance the vibrational relaxation
rate.143

As explained elsewhere,8,13 the simulations were carried out
using a computer code that employed interpolation of densities
of states and other energy-dependent quantities in the quasi-
continuum in order to minimize the effects of energy graining
and to increase computation speed. The interpolation was carried
out by using arrays of data obtained at specific energies (energy
grains). At low energies, reliable interpolation is not possible
and energy graining is necessary. For these conditions, the
computer code used direct numerical integration techniques and
only included transitions to and from energy grains that
contained states. Thus, the code effectively treated the sparse
density of states regime with an energy-grained master equation
and it effectively treated the quasicontinuum with a continuum
master equation. This hybrid approach (which has also been
incorporated in MultiWell32,34) is necessary for simulating the
entire range of vibrational energy.

Kiefer, Kumaran, and Sundaram141 (KKS) studied shock-
heated norbornene (NB) in Kr bath gas and observed unimo-
lecular dissociation via reaction 12, vibrational relaxation, and
incubation over the temperature range from 542-1307 K. KKS
used the Schlieren method, which has very good time resolution
following the passage of the shock wave. However, the passage

of the shock wave interferes with the signals at very early times.
In a modeling study, Barker and King8 (BK) combined the KKS
rate coefficient data with earlier unimolecular reaction rate data
from four previous experimental investigations to cover the
temperature range 521-1480 K. The combined data set included
rate coefficients ranging over more than 10 orders of magnitude.
An Arrhenius plot summarizing all of the experimental reaction
rate data is shown in Figure 6. Note that the shock-tube data
do not refer to the high-pressure limit except at the low end of
the temperature range of these experiments.

BK used a combination of steady-state RRKM calculations
and time-dependent master equation calculations to develop a
combined energy transfer/reaction model for the simultaneous
description of the unimolecular reaction, vibrational relaxation,
and incubation datasclearly, a very demanding task for the
model. To interpret the incubation time data and extract energy
transfer parameters, an accurate RRKM model is needed. To
find the RRKM model and microcanonical rate coefficientsk(E),
falloff corrections must be known, but they can only be deduced
if the energy transfer parameters are known. Thus, it was
necessary to use appropriate assumptions and procedure to arrive
at a self-consistent simulation which includes both an RRKM
model fork(E) and energy transfer parameters that are consistent
with τinc and τvib. Full details are given in the paper by BK.8

All of the experimental data (incubation times, vibrational
relaxation times, and unimolecular rate coefficients) are reason-
ably consistent with the combined model. Although the NB data
set is very extensive, it was still not possible to identify a unique

Figure 6. Arrhenius plot summarizing experimental data and results
from model 2 (the other models show similar good agreement with
experiment). The data from Kiefer et al.141 (KKS) show the effects of
falloff. See ref 8 for details.
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VET model when both the vibrational relaxation and incubation
data were included.

Because only the width of the collision step-size distribution
is important in modeling single-channel unimolecular reac-
tions,12 BK adopted the exponential model and found three
empirical expressions forR(T,E′) that are consistent with the
entire data set. However, these empirical expressions are merely
representative of the unlimited possibilities:

Here, the energies are expressed in cm-1 units andR(T,E′) is
essentially equal to〈∆E(E′)〉d. Note thatR3(T,E′) for model 3
is independent of temperature and is preferred (see Recom-
mendations for Modeling subsection above), but the other two
models provide acceptable descriptions of the shock-tube
experiments and were used to explore various aspects of the
system. It is important to note that experimental uncertainties
and the limited temperature and pressure ranges accessible in
the shock-tube experiments significantly limit the uniqueness
of the resulting models. A further limitation is imposed because
the passage of the shock wave obscured the signal at early
times: about2/3 of the energy relaxation in each experiment
was already complete by the time the vibrational relaxation times
could be observed. Because the NB vibrational relaxation time
and incubation time data are somewhat redundant and the
incubation times are better defined experimentally and are
therefore more reliable, the incubation times rather than the
vibrational relaxation times were used in the fitting procedure.
Thus, BK used theτinc data in the fitting process and then
examined theτvib data as a test for consistency.

The non-steady-state incubation and vibrational relaxation
data are the most important for establishing energy transfer
parameters in the NB data set, because the steady-state unimo-
lecular reaction studies (the conventional static and flow system
experiments, see Figure 6) were carried out at such high
pressures that no falloff was apparent. Had falloff been apparent,
it may have provided the best information about VET. The shock
tube rate constants do show the effects of falloff, but the pressure
range is not large enough and the experimental rate constant
uncertainties are not small enough to empirically construct falloff
curves. Also, unimolecular reaction rate data were obtained in
the experimental shock-tube regime where vibrational relaxation
and incubation were too rapid to be observed. A detailed master
equation model is necessary.

In a shocked system, the vibrational energy is low initially
and VET causes it to increase at a finite rate to a new steady-
state value. The sparse density of states regime at low energy
is very important, because the large energy gaps between states
cause VET to be very slow. The KKS data on vibrational
relaxation (without reaction) are somewhat limited and all three
models produce acceptable descriptions ((30%, based on
estimated experimental uncertainties) of the final1/3 of the
vibrational relaxation measured in every experiment in the
vibrational relaxation data set (see, for example, Figure 7). The
three empirical energy transfer models described above give
distinctly different steady-state unimolecular reaction rates
(Figure 8), but all three models predict incubation times that
are consistent with the KKS data, within the estimated(30%
experimental error and the other limitations of the data set. Since

unimolecular reaction rates were not measured in the same
experiments as the incubation times, it is not possible to use
experimental rate constant data to identify a preferred energy
transfer model. Furthermore, systematic variations of a factor
of 2-3 in the rate constants predicted by the various energy
transfer models can be compensated in the simulations to some
extent by systematic changes in the assumed high pressure limit
rate coefficients. There is no unambiguous method based solely
on the KKS data set for identifying a preferred energy transfer
model.

KKS observed that in some systems the rate of energy transfer
exhibits a maximum. This finding implies that〈∆E〉all is small
in magnitude at early times, when the average vibrational energy
is low, it then increases to a maximum (at intermediate
vibrational energies), followed by a decrease as the vibrational
relaxation approaches completion (at high average vibrational
energies). The results shown for model 1 in Figure 7 exhibit
this behavior: the initial slope is relatively small, increases to

model 1: R1(T,E′) ) 10 + 1.1× 10-5TE′ (13a)

model 2: R2(T,E′) ) 40 + 5.8× 10-6TE′ (13b)

model 3: R3(T,E′) ) 40 + 0.0063E′ (13c)
Figure 7. Relaxation of average energy as calculated with three energy
transfer models for shock no. 76 (KKS).

Figure 8. Incubation and unimolecular reaction in shock no. 76 (KKS)
calculated with three models.
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a maximum, and then decreases. This behavior is the result of
a VET bottleneck at low energies on the vibrational energy
ladder. For model 1, this slow rate of energy transfer arises from
the small magnitude ofR1(T,E) and the sparse density of states
at low energy. Based on experience gained in modeling this
system, it is likely that the maximum in the energy transfer rate
can also be produced by using smaller values forc0 in models
2 and 3. Note, however, that Kiefer and co-workers have
concluded that V-V energy transfer may have affected the
energy transfer rates at low energies in similar systems.143

The shock-tube data for the NB system are too limited to
permit identification of a preferred VET model and therefore it
was not possible to determine whether the actualR(T,E) depends
on temperature. All threeR(T,E) models depend linearly on
vibrational energy. In fact,no model that isindependentof
energy was found that can explain the incubation timeand
vibrational relaxation data while simultaneously fitting the
steady-state unimolecular reaction data. Thus, BK concluded
that the vibrational energy dependence ofR(T,E) is required
for modeling unimolecular reaction systems.

An extremely important finding was that the critical energy
for reaction deduced from simulating the experiments depends
on the specific assumed model forR(T,E). This finding has
important implications because thermochemical data for transient
free radicals are often based on rate constant data that are in
the falloff.144 For the three models described above, the deduced
reaction critical energy varied by slightly more than 2 kcal
mol-1, from which BK concluded that reaction thermochemistry
derived from unimolecular reaction rate data in the falloff may
vary by a similar amount, depending on the assumed energy
transfer model. Since the specific model forR(T,E) is not known
for most reactive species, BK concluded that heats of formation
and reaction barrier heights derived from unimolecular reaction
studies in the falloff regime may contain an intrinsic uncertainty
of several kcal mol-1.

Non-Steady-State Chemical Activation Systems.In chemi-
cal activation, an exothermic chemical reaction produces an
excited species which can react further via isomerization and
unimolecular decomposition, or be stabilized by collisions.145-148

For example, the exothermic reactions of atoms and free radicals
with olefins produce vibrationally excited free radicals:

where the asterisk denotes vibrational excitation. According to
ab initio calculations,149 the vibrational excitation resulting from
reaction 14a is∼30 kcal mole-1. This excitation energy is
considerably greater than the barrier to “tail biting” isomeriza-
tion, in which the free-radical center abstracts an H-atom from
another site on the molecule to produce another 2-methylhexyl
free-radical isomer.150 Chemical activation via reaction 14b is
even more exothermic, opening C-H and C-C bond dissocia-
tion channels, as well as the isomerization pathways. There are
six distinct structural isomers (and several optical isomers) that
can interconvert reversibly via three-, four-, five-, six-, and
seven-membered ring transition states.150 In addition, each
isomer can decompose via at least two reaction channels (C-H
and C-C bond fission).149 Altogether, there are 14 sets of
distinguishable reaction products and 49 reactions.9 Such a

reaction system may seem unusually complicated, but that is
not the case. Such reaction networks are common whenever
reactions can take place between atoms or free radicals with
long-chain unsaturated hydrocarbons, such as in pyrolysis and
combustion.

In a recent calculation, the six-isomer 2-methylhexyl radical
system was simulated in its entirety using the MultiWell master
equation code.9 Simulations were carried out for shock tube
thermal excitation of the radical species, as well as for chemical
activation production of excited radicals. Exact counts of states
(10 cm-1 energy grain) were used to calculate RRKM rate
constants based on ab initio calculations.149,150The isomerization
and decomposition product distributions calculated via master
equation simulations showed strong similarities for both means
of excitation. The simulations required six sets of collisional
energy transfer parameters for the six isomers, butnoneare
known from experiments. The isomers have different properties,
but because they have similar structures and vibrational frequen-
cies, it was assumed that all the isomers have the same Lennard-
Jones parameters and collision step-size distributions. Since all
of the free radicals contain low frequency torsions, it was
assumed that the toluene+ argon collision step-size distribution
provides a reasonable estimate for the collision parameters,
because toluene contains a low-frequency torsion. As pointed
out earlier, toluene exhibits more efficient energy transfer than
benzene, presumably because of the methyl rotor.117,151

Two sets of energy transfer parameters for toluene+ argon
and were tested: (a) exponential model with parameters from
IRF experiments;117 (b) generalized exponential model with
parameters from KCSI experiments.61 The results for chemical
activation simulations are shown in Figure 9 and those for shock
tube simulations are shown in Figure 10. For chemical activation
via reaction 14a, the final calculated product distributions are
shown as a function of collision frequency. It is clear that the
two sets of energy transfer parameters give similar results. The
similarity is because the two sets are most similar at high
vibrational energies and only a few collisions are needed for
collisional stabilization to occur. For the shock tube simulations,
species concentrations as a function of time are shown in Figure
10. The two energy transfer models give substantially different
time dependences, although the general sequence of species
appearance and loss are very similar. The different time
dependences arise because the differences between the two
models are greatest at low energy. The difference accumulates
during the many collisions needed for thermal activation.

These results also illustrate the fact that the accuracy required
of energy transfer data depends critically on the application:
in this case, good simulations can be obtained for the chemical
activation system, even if the energy transfer data are inaccurate,

CH3
• + CH2dCHCH2CH2CH2CH3 f

•CH2CH(CH3)CH2CH2CH2CH3* (14a)

H• + CH2dC(CH3)CH2CH2CH2CH3 f
•CH2CH(CH3)CH2CH2CH2CH3* (14b)

Figure 9. Chemical activation product distribution vs collision
frequency at 300 K (1 bar of argon). Solid lines, generalized exponential
model; dashed lines, exponential model. The numbers in boldface
designate isomers according to the free-radical site: “5” designates
2-methyl-5-hexyl radical.
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but very high quality data are needed to make good estimates
of incubation times in shock waves.

Conclusions

Throughout this paper, we have pointed out what is known,
what is not known, and what is currently assumed about energy
transfer. We have shown that one can construct reasonable
models of realistic chemical systems, despite glaring gaps in
knowledge,1 and we offer convenient “recipes” for modeling,
based on current understanding. However, it is very important
to recognize the limitations of the models and to work actively
on filling the gaps.

Chemistry is entering an age in which accurate computer
simulations will become far easier than laboratory experiments.
As simulation methods are developed, it is absolutely essential
that they be tested through comparisons with experiments.
However, experiments on collisional energy transfer are difficult
and the process depends on many physical properties. Thus,
information about large molecule energy transfer is still
fragmentary and unsatisfactory.

The collision step-size distributionP(E,E′) (and its two-
dimensional counterpartP(E,E′;J,J′)) is needed for accurate
master equation calculations but it is poorly known both
experimentally and theoretically. Much work must be carried
out before it will be known with confidence for any system.
No direct measurements ofP(E,E′) have yet been carried out,
although the KCSI technique almost achieves this goal. The
functional form ofP(E,E′) can be deduced with good confidence
from KCSI experiments, but its dependence on temperature is
not yet known. New experimental techniques are required,
including new experimental approaches which have more
specific state preparation and sensitivity. Direct physical
measurements are needed on “inaccessible” classes of molecules
(e.g., free radicals and alkanes).

Development of reliable models and theories is a high priority,
since model calculations do not entail the high cost of time-
consuming experiments. Model development requires the an-
swers to many fundamental questions. Is there a clear and
accurate correspondence between quantum and classical me-
chanics which can be exploited? What are the effects of zero-
point energy conservation? What are the effects of perturbations
and symmetry-breaking? What are the relative contributions of
V-T, V-R, and V-V transfer processes? How important are
long-range contributions to energy transfer? What are the effects
of multiple quantum transitions? How important are the internal,
orbital, rotational, vibrational, nuclear spin, and electronic spin
forms of angular momentum? Are excited electronic states

different? How are the state-to-state transition probabilities
(applicable for the sparse density of states) connected to the
P(E,E′) continuum functions needed at high energies? Much
work remains to be done on developing models for use in
rovibrational (two-dimensional) master equation calculations.
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